
Overview	

•  Improving	robustness	of	ASR	systems	using	Mul7stream	framework	

•  Past	mul7stream	approaches	involve	training	large	number	of	fusion	DNNs	

•  We	propose	a	new	mul7stream	architecture	with	single	fusion	DNN	

•  Robust	boAleneck	features	from	the	proposed	mul7stream	approach.	

								--	Improvements	in	IARPA	BABEL	and	Aurora4	ASR	tasks	

	
Full	Combina1on	Mul1stream	System[1-2]:	

		 	 	 		

	

	

	

	

	

	

	

	

References	
[1]	S.	Tiberwala	and	H.	Hermansky,“Sub-band	based	recogni7on	of	noisy	speech,”	ICASSP,	1997.	

[2]	A.	Morris,	A.	Hagen,	H.	Glo7n,	and	H.	Bourlard,“Mul7-stream	adap7ve	evidence	combina7on	for	noise	
robust-ASR,”Speech	Commun.	2001.	

[3]	S.	Mallidi,	T.	Ogawa	and	H.	Hermansky,“Uncertainty	es7ma7on	of	DNN	classifiers,”	ASRU	2015.	

[4]	S.	Mallidi	et.	al.	“Autoencoder	based	mul7-stream	combina7on	for	noise	robust	speech	recogni7on,” 

Interspeech,	2015.	

	

MEDICAL PHYSICS 
NOVEL NEURAL NETWORK BASED FUSION FOR MULTISTREAM ASR  

Sri Harish Mallidi, Hynek Hermansky  

Johns Hopkins University, Baltimore, MD, USA

Comparison	with	Full	Combina1on	architecture:	2-stream	case	

Drawbacks:	
			Too	many	neural	networks	
						N	streams	result	in	2N-1	neural	networks	

2	streams	à					3	networks	
5	streams	à			31	networks	
7	streams	à	127	networks	

			Not	suitable	for	boAleneck	feature	(BNF)	extrac7on	
Different	weights	results	in	different	transforms	
BNFs	are	crucial	for	many	speech	applica7ons,	e.g.	Speaker	ID/Language	ID	

Proposed	architecture:	

Training	stage:	

•  Zi	is	a	binary	switch	
•  Block	Dropout	features	of	a	

stream	
•  DNN	randomly	sees	one	of	the	

following	input	paAerns:	
								-	[stream1;	0]	
								-	[0;	stream2]	
								-	[stream1;	stream2]	

Replace	mul7ple	DNNs	in	Full	combina7on	architecture	with	single	DNN	

Tes7ng	stage:	

stream1	

stream2	

*	Z1	

*	Z2	

stream1	
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*	Z1	

*	Z2	

Use		
performance	monitor[3-4]		
to	select	best	streams	

Aurora4	

A	 B	 C	 D	 Average	

Baseline	 3.16	 5.09	 5.70	 16.32	 9.83	

Proposed	 2.43	 4.54	 3.72	 14.03	 8.42	

IARPA	BABEL	Year4	Languages:	

Igbo	 Javanese	 Guarani	 Amharic	 Mongolian	

Baseline	 60.5	 58.0	 46.7	 43.6	 52.2	

Proposed	 59.7	 57.3	 46.1	 43.5	 51.5	

Results:	

Low	Freq+High	Freq	 Low	Freq	 High	Freq	
1	 Full	Combina7on	 4.95	 8.39	 12.07	
2	 Proposed	DNN	 5.06	 8.56	 13.19	

•  3	DNNs	in	Full	Combina7on	arch.	can	be	replaced	with	1	DNN	
•  Row	1:	WERs	in	each	column	are	obtained	from	3	different	DNNs		
•  Row	2:	WERS	in	each	column	are	obtained	from	1	DNN,	but	using	
masks	

								--	[1	,	1],	[1,	0]	and	[0,	1]	

		 	 	 		

•  Sub-band	streams.	Each	stream	covers	2	Bark	bands.	Total	9	streams	

•  TRAP	features	in	each	sub-band	

								-	11	frame	context	log-Mel	filterbank,	projected	to	6	DCT	basis	
	

	

	

	

	

	

Streams:	

		 	 	 		

	

	

	

	

	

ASR	system:	

fMLLR	transform	on	
	boAleneck	features	

6	hidden	layer	DNN	
trained	using	sMBR	criterion	

BoAleneck	
Feature	
extractor	

Results	in	Synthe1c	band-limited	noises:	

20	dB	 10	dB	 0	dB		

DNN	 42.65	 48.71	 55.45	

Mstrm	DNN	 37.49	 41.12	 46.26	

Mstrm	DNN	+	Perf.	Monitor	 35.39	 36.39	 38.57	

Results	in	Addi1ve	noises:	

subway	 volvo	 factory	 babble	

DNN	 71.3	 79.6	 78.0	 78.2	

Mstrm	DNN	 68.8	 77.8	 75.8	 76.6	

Mstrm	DNN	+	Perf.	Monitor	 64.1	 73.9	 74.8	 75.6	

Select	the		
best	posteriors	

Using		
performance	monitor	

stream1	

posteriors1	

Form	all	non-
empty	

combina7ons	

22-1=	3	nets	
in	general	2N-1	

nets	

stream2	

posteriors2	

posteriors3	
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